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The origin recognition complex (ORC) binds sites from which DNA
replication is initiated. We address ORC binding selectivity in vivo by
mapping ~52,000 ORC2 binding sites throughout the human genome.
The ORC binding profile is broader than those of sequence-specific
transcription factors, suggesting that ORC is not bound or recruited
to specific DNA sequences. Instead, ORC binds nonspecifically to open
(DNase I-hypersensitive) regions containing active chromatin marks
such as H3 acetylation and H3K4 methylation. ORC sites in early and
late replicating regions have similar properties, but there are far more
ORC sites in early replicating regions. This suggests that replication
timing is due primarily to ORC density and stochastic firing of origins.
Computational simulation of stochastic firing from identified ORC sites
is in accord with replication timing data. Large genomic regions with a
paucity of ORC sites are strongly associated with common fragile sites
and recurrent deletions in cancers. We suggest that replication origins,
replication timing, and replication-dependent chromosome breaks are
determined primarily by the genomic distribution of activator proteins
at enhancers and promoters. These activators recruit nucleosome-mod-
ifying complexes to create the appropriate chromatin structure that
allows ORC binding and subsequent origin firing.
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Replication origins are established by the assembly of the pre-
replication complex at discrete sites of the genome. The first step
of this process involves binding of the highly conserved six-subunit
origin recognition complex (ORC), which serves as a loading plat-
form for the subsequent assembly of helicases, DNA polymerases,
and cofactors required for DNA synthesis (1, 2). In the yeast Sac-
charomyces cerevisiae, ORC binds DNA in an ATP-dependent
manner and recognizes a specific DNA sequence (3). In Drosophila,
ORC localizes to regions of open chromatin with contributions from
activating histone modifications, DNA sequence, DNA binding pro-
teins, and nucleosome remodelers (4-6). In mammals, the mecha-
nism(s) through which ORC is localized and establishes a functional
origin remains unclear.

A great deal of effort and a variety of experimental approaches
have been devoted to describing the nature and position of repli-
cation origins in mammalian genomes. DNA combing technology,
replication timing analysis, short nascent strand (SNS) enrichment,
and bubble trapping approaches suggest that DNA replication ini-
tiation sites are enriched in CpG-rich regions, open chromatin do-
mains, and transcriptional regulatory elements (7-17). However,
these methods lack the necessary resolution to investigate important
relationships of ORC binding with other features of the genome.
In addition, the divergence in protocols and bioinformatic pipe-
lines between laboratories has led to some controversial and non-
reproducible observations. Finally, these studies assume that the
identified replication initiation sites are comparable to ORC bind-
ing sites.

In addition to the issue of how replication origins are selected,
genomic regions are replicated at distinct times within S phase. Some
regions are replicated early, whereas others such as heterochromatic
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regions are replicated late (18-20). One possible explanation for the
replication timing pattern is that origins are programmed to generate
the same pattern in all cells. Alternatively, origins could fire sto-
chastically so that the pattern varies from cell to cell. Early versions
of the stochastic firing model invoked functional differences between
early versus late origins. However, the finding of more ORC binding
sites in early replicating regions of the Drosophila genome suggested
the possibility that the timing pattern might arise from stochastic
firing from all origins (4, 5). In addition, the replication timing
pattern in Drosophila could be simulated computationally by sto-
chastic firing from DNase I-hypersensitive sites (21). The basis of
replication timing in human cells is not understood.

Using chromatin immunoprecipitation followed by DNA se-
quencing (ChIP-seq), ~13,000 ORCI binding sites were identified
in HeLa cells, essentially all of which were associated with tran-
scription start sites (TSSs) of coding and noncoding RNAs (22).
Transcription levels correlated with replication timing, and it was
suggested that there are two classes of origins. Early firing origins
were associated with moderate/high transcription of coding RNAs,
whereas later firing origins were associated with low transcription
of noncoding RNAs (22). It should be noted that these ORC1
ChIP-seq experiments were performed on partially purified, “low-
density” chromatin that may selectively enrich for certain types
of genomic regions. In addition, unlike other ORC subunits that
remain associated with origins throughout the cell cycle, ORC1
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computational simulation based on ORC binding indicates that
replication timing is due primarily to ORC density and stochastic
initiation of DNA replication from origins. Large genomic regions
with a paucity of ORC sites are strongly associated with common
fragile sites and recurrent deletions in cancers. Thus, replication
origins, replication timing, and replication-dependent chromo-
some breaks are determined ultimately by the genomic distribu-
tion of activator proteins at enhancers and promoters.

Author contributions: B.M., Z.J., and K.S. designed research; B.M. performed research; B.M., Z.J.,
and K.S. analyzed data; and B.M,, Z.J,, and K.S. wrote the paper.

Reviewers: B.R., Ludwig Institute for Cancer Research; and N.R., University of Massachusetts.
The authors declare no conflict of interest.

Data deposition: The sequence reported in this paper has been deposited in the NCBI Gene
Expression Omnibus (GEO) database, www.ncbi.nlm.nih.gov/geo/ (accession no. GSE70165).

See Commentary on page 9136.
"B.M. and Z.J. contributed equally to this work.
2To whom correspondence should be addressed. Email: kevin@hms.harvard.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1609060113/-/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1609060113


http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.1609060113&domain=pdf
http://www.ncbi.nlm.nih.gov/geo/
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE70165
mailto:kevin@hms.harvard.edu
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1609060113/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1609060113/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1609060113

L T

/

1\

=y

100' ORG2 chr2: 157,188 — 157,193 kb

g o~ e

gmol 19G ORC2  _s M st M

§1og - = —_ —— -= - DNase A - ‘

& Ol'”_"”‘ - S WL AP
1kb JUN A A | 4

]| e —— ——— Eam— et —
C TIMM13 LMNB2

Median (nt): 543 297 302 304 332 357

=== ORC2

o
2048 = 08 — GATA1
= | T = g2 JUN
£ i £E 06
e 1024 | T _ 25
g - 52 04
@ : 0§
3 ] I - HEN | ; g_
3 512 I | 8% 02
— \— - -
256 B | I o0t

e T R I - 04 02 0 02 04

O@d)’ @\t\*%ﬁ“\éﬁ;«ﬁ\\ Flanking peak submits (kb)

Fig. 1. ORC2 binding peaks are broader than those of typical transcription
factors. (A) DNAs enriched in ORC2 ChIPs were analyzed by massive se-
quencing using the lllumina’s Solexa technology and DNA-tag enrichment at
the LMNB2 replication origins visualized using IGV software. Input (blue),
19G (red), and ORC2 (black) are presented on similar y-axis scales. (B) Example
genomic region showing binding peaks of ORC2 and transcription factors
including E2F4 and JUN. Example ORC2 binding peaks are highlighted in
gray boxes. (C) Distribution of peak sizes of ORC2 and example transcrip-
tion factors. (D) Read distribution around summits of ORC2, GATA1, and
JUN peaks.

only transiently associates with origins in G1 and is released from
chromatin as cells enter S phase (23, 24).

To acquire a genome-wide high-resolution map of ORC binding
sites in the human genome, we used unfractionated chromatin for
ChIP-seq analysis of ORC2, a subunit of ORC that binds origins
throughout the cell cycle (25-28). We show that the ORC2 binding
profile is similar to that of ORC1 and that selectivity of ORC
binding in human cells is similar to that in Drosophila. We suggest
that selectivity of ORC binding in vivo involves nonspecific in-
teraction with accessible DNA and recognition of modified histones.
A computational simulation of DNA replication based on stochastic
firing from our mapped ORC sites is in excellent accord with the
replication timing pattern in vivo. Lastly, large genomic regions with
a paucity of ORC2 binding sites are strongly associated with com-
mon fragile sites (CFSs) and recurrent deletions in cancers. We
suggest that origin specificity, replication timing, and delay-induced
errors of DNA replication arise from the genomic distribution ac-
tivator proteins that recruit histone-modifying complexes to create
the appropriate chromatin structure that permits ORC binding.

Results

Mapping ORC Binding Sites in the Human Genome. Using ChIP-seq,
we map binding sites of ORC2, a subunit of the ORC complex, in
asynchronous K562 human erythroid cells (Fig. 14 and SI Ap-
pendix, Fig. S1 A-C). This cell line has been extensively analyzed
by ChIP-seq and other functional genomic experiments as part of
the Encyclopedia of DNA Elements (ENCODE) Project Consor-
tium (29), thus facilitating comprehensive studies of mechanisms
underlying ORC recruitment. We identify ~52,000 ORC2 binding
sites (SI Appendix, Table S1), including most ORC sites in human
cells identified in single-locus studies (SI Appendix, Fig. S1D). ChIP
quantitative PCR (ChIP-gPCR) analysis validates 39 out of 40 of
these sites (SI Appendix, Fig. SIE and Table S2), indicating that the
vast majority of identified ORC?2 sites are true positives. As further
validation, an independent ChIP-seq experiment using an ORC2
antibody raised against another region of the protein identifies
similar ORC2 binding sites ( = 0.74) whose peak summits are
indistinguishable (SI Appendix, Fig. S2).
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ORC Binding Is Not Determined by Sequence Motifs and It Occurs
Over a Broad Region Linked to DNase | Hypersensitivity. When an-
alyzed by ChIP, transcription factors that bind to short recognition
sequences (i.e., point sources) give a characteristic peak profile
that is related to the size of the chromatin (30, 31). Interestingly,
the profile of ORC2 binding sites has a median size of 550 nt,
which is ~200 nt broader than typical peak transcription factors
(e.g., JUN, MYC, GATALI, E2F4, and STAT1) derived from the
same chromatin sample (Fig. 1 B-D). This observation suggests
ORC behaves differently than typical transcription factors whose
binding is limited to short sequence motifs.

ORC2 binds to DNA in open chromatin regions as defined by
DNase I hypersensitivity, and the ORC2 peak summits are highly
colocalized with those of DNase I-hypersensitive sites (Fig. 24).
ORC2 site profiles in early replicating domains (G1 or S1) are
slightly broader and overall binding levels slightly greater than
ORC2 site profiles in later replication domains (S4 and G2) (SI
Appendix, Fig. S34). Similarly, DNase I-hypersensitive regions
associated with ORC2 sites in early replicating regions are slightly
larger and more open than those located in later replicating re-
gions (SI Appendix, Fig. S3B). Thus, the ORC2 binding profile is
very strongly correlated with the DNase I-hypersensitivity profile.

In accord with previous indications, open chromatin regions
bound by ORC2 are more likely to be located within CpG islands
and/or contain G-quadruplex motifs (32) (SI Appendix, Fig. S4
A-C) than open chromatin regions not bound by ORC2. How-
ever, only 31% of ORC binding sites contain G-quadruplex motifs
and 26% are located in CpG islands, indicating that neither of
these features is necessary for ORC binding. Similarly, many tran-
scription factor binding sites (e.g., E2F, MYC, NF«xB, GATA, and
AP-1) are enriched in ORC2 binding regions compared with
open chromatin regions that are not bound by ORC2 (SI Appendix,
Fig. S4D). However, ORC2 binding sites do not completely overlap
sites with any individual transcription factor or two-way or three-
way combinations of transcription factors, and ORC2 peak summits
do not coincide with those of RNA polymerase II or the general
transcription factor TBP (Fig. 24). Lastly, using global run-on
sequencing (GRO-seq) data in K562 cells to measure active
transcription levels (33), we observe only a modest relationship
(Pearson correlation 0.33) between ORC2 binding and tran-
scription (S Appendix, Fig. SS5). Taken together, these observa-
tions suggest that ORC is not recruited to their target sites by
transcription factors or the basic transcription machinery, and it is
only modestly linked with transcription per se. However, we
cannot exclude the possibility that, in some cases, ORC could be
directly recruited by a transcription factor.

ORC2 Recognizes Active Open Chromatin Regions. Based on chro-
matin states classified according to the histone modification pattern
(34), ORC2 tends to bind to active promoters, weak promoters, and
active enhancers but not insulators and heterochromatin regions
(Fig. 2 B and C and SI Appendix, Fig. S6). To address the contri-
bution of chromatin states to ORC recruitment in a systematic and
unbiased manner, we examined the correlation between ORC2
binding levels and individual histone modifications based on all
measurements from the ENCODE Project Consortium (Fig. 2D).
ORC2 binding level is most correlated with the degree of chromatin
accessibility measured by DNase-seq (R = 0.79; Fig. 2D and SI
Appendix, Fig. S74). In addition, ORC2 binding regions are enri-
ched with histone modifications representing active chromatin,
such as H3K27ac, H3K9ac, H3K4me2, H3K4mel, and H3K4me3
(Pearson correlation values 0.66, 0.63, 0.68, 0.64, and 0.64, re-
spectively; SI Appendix, Fig. S7 B-E), but are depleted with histone
markers representing heterochromatin and/or suppressed tran-
scription, such as H3K27me3 and H3K9me3 (Fig. 2D). Under
stringent cutoffs of peak calling [model-based analysis of ChIP-Seq
(MACS) P value < 10~** for H3K27ac and ORC2 peaks], about
83% of acetylated, open chromatin regions show ORC2 binding.
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Fig. 2. Epigenetic features of ORC2 binding sites. (A) Distribution of ORC2,
H3K27ac, DNase-seq, TBP, and Pol Il reads around gene promoter regions.
(B) Examples of ORC2 binding sites in the promoter of the CPSF1 gene and in
an active enhancer region. (C) Examples of insulator and heterochromatin
regions do not have ORC2 binding. (D) The DNase-seq and ChIP-seq read dis-
tribution around ORC2 binding sites, ranked by ORC2 binding levels.

For the remaining 17% of regions, ORC2 binding levels are sig-
nificantly higher than random genomic regions (SI Appendix, Fig.
S8), although they did not pass our arbitrary threshold for calling
ORC2 peaks.

To address the chromatin states that determine ORC binding, we
randomly picked open chromatin regions with similar accessibility
but with or without ORC2 binding. As expected, ORC2 binding
regions have significantly higher H3K27ac and H3K4me2 levels
than nonbinding regions (P < 10"’ (Fig. 3 A-D). Conversely, we
randomly selected open chromatin regions with a similar H3K27ac

E4812 | www.pnas.org/cgi/doi/10.1073/pnas.1609060113

level but with or without ORC2 binding. ORC2 binding sites have
significantly higher chromatin accessibility and H3K4me?2 levels
(81 Appendix, Fig. S9). These results indicate that both chromatin
accessibility and active histone modifications are important for
ORC2 recruitment.

We then built a logistic regression model to predict ORC2 binding
states based on DNA accessibility and histone modifications (see
Materials and Methods for details). The combination of chromatin
accessibility and H3K27ac/H3K4me? levels predicts ORC2 binding
status with high accuracy [area under receiver operating character-
istic (ROC) curve (AUC) = 0.93; Fig. 3 E and F]. As expected, when
predicted binding probabilities are higher, ORC2 binding levels es-
timated from ChIP-seq using two different antibodies increase (S/
Appendix, Fig. S10 A and B). This level of predictive accuracy is
remarkable given the cutoff issues involved in peak calling and the
fact that the experimental data were generated from different lab-
oratories. Predictive accuracy is lower when considering chromatin
accessibility or histone modifications alone (AUC < 0.89; Fig. 3G
and SI Appendix, Fig. S10 C and D), but this effect is modest because
open chromatin and histone acetylation is strongly correlated
(Pearson correlation = 0.71; Fig. 2D). Thus, ORC binds to the vast
majority of active, open chromatin regions. The lack of detectable
ORC2 binding in heterochromatin and insulator regions that
are accessible (DNase I hypersensitivity) and capable of binding
CTCF, JUND, and other factors suggests that one or several his-
tone modifications representing active/permissive transcription are
important for ORC2 recruitment.

Although we detect very few ORC2 binding sites in hetero-
chromatin, immunofluorescence experiments have revealed some
ORC binding (35). In addition, ORC and CBXS (also known as
HPla) can interact physically, and they appear to be mutually
important for association with heterochromatin (35). Taken to-
gether with our results, we suggest that ORC association with
heterochromatin is weak and/or diffuse over the entire hetero-
chromatic region, thereby explaining the near absence of localized
ORC2 binding sites. We cannot exclude the formal possibility that
ORC might not directly bind DNA in heterochromatin, which
would likely reduce cross-linking efficiency.

ORC2 and ORC1 Have Similar Binding Profiles. It is difficult to directly
compare our ORC2 binding profile to that of the published ORC1
binding data (22), because these studies were performed in dif-
ferent cell lines. However, the ORC1 binding profile can be de-
termined by integrating the ORC1 ChIP-seq data (22) with
extensive histone modification data (29) in the same cell line
(HeLa). This makes it possible to indirectly compare ORCI1 and
ORC2 binding profiles via their chromatin state preferences in the
relevant cell lines. As is the case for ORC2, ORC1 binding site
profiles are well colocalized with DNase I-hypersensitive sites, and
the ORCI peak sizes are larger than those of typical transcription
factors such as JUN and MYC (SI Appendix, Fig. S11 A and B). In
addition, as is the case for ORC2 sites, the level of ORCI1 binding
is strongly correlated with the level of active histone modifications
(H3K27ac and H3K4me2; SI Appendix, Fig. S11C). Furthermore,
ORCI binding levels defined by the published ChIP-seq data (22)
are in excellent accord with the predicted binding probability (S/
Appendix, Fig. S11D), based on the model derived for ORC2
binding determined here. These observations indicate that ORC1
and ORC?2 recognize similar chromatin states and hence are likely
to have similar binding profiles. This conclusion is consistent with
the observation that ORCI1 interacts in a cell cycle-specific manner
with the core ORC complex, and it suggests that there are few, if
any, genomic regions bound selectively by ORC1 or ORC2. Fur-
thermore, the similarity of the ORC1 and ORC2 binding profiles
provide mutual validation for the location of ORC binding sites in
human cells.
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Fig. 3. ORC2 binds to active open chromatin regions. (A-D) Randomly selected 6,000 open chromatin regions with similar accessibility (A) but with or without
ORC2 binding sites (B) were examined for H3K27ac (C) and H3K4me2 (D) levels in K562 cells. The Wilcoxon rank sum test P values comparing two groups of open
chromatin regions are shown. (E-G) The AUC values measuring performances of logistic regression classifiers predicting ORC2 binding status, based on indicated

training parameters. (H-K) Randomly selected 6,000 open chromatin regions

with similar accessibility (H) but with or without ORC1 binding sites (/) were ex-

amined for H3K27ac (J) and H3K4me2 (K) levels in HeLa cells. The Wilcoxon rank sum test P values comparing two groups of open chromatin regions are shown.

ORC2 Binding Is Enriched in Early Replicating DNA Domains. The
Repli-seq technique permits the mapping of newly replicated
(BrdU-labeled) DNA in synchronized cells during consecutive
phases (G1, S1, S2, S3, S4, and G2) of the cell cycle (10). Using
Repli-seq data in K562 cells (29), we investigate the relationship
between ORC2 binding and replication timing. Early replicated
DNA regions are highly enriched for ORC2 binding compared with
late replicated regions (Fig. 44), and the density of ORC binding
sites decreases progressively in accord to when the regions are
replicated (Fig. 4B). There are 2.6 ORC binding sites per 100 kb of
genomic DNA that replicates in G1 and S1 phases, whereas there
are only about 0.2 ORC binding sites per 100 kb of genomic DNA
that replicates in S4 and G2 phases (Fig. 4B). Thus, early DNA
replication initiates preferentially in regions with high numbers of
ORC binding sites.

Mapping SNSs of DNA in nonsynchronized cells has been
used to identify replication initiation sites (14). There is a
modest correlation between ORC2 and SNS sites, with 41% of
SNS sites in K562 cells being located within 10 kb and 13%
located within 1 kb of ORC2 binding sites (Fig. 4C). The dis-
cordance between ORC2 binding and SNS sites at many
genomic locations is not an artifact of cutoffs used to define
these functional entities. Although there is a very mild en-
richment of SNS sites in early replicating DNA domains (Fig.
4D), the enrichment is much less dramatic than that of ORC2
binding sites (Fig. 4B). In particular, ORC2 density decreases
considerably as cells pass through the G1, S1, and S2 phases
(Fig. 4B), whereas the SNS site densities during these times
are comparable (Fig. 4D). Analysis of an independently gen-
erated SNS dataset (17) yields similar results (SI Appendix,
Fig. S12).

Miotto et al.

Lineage-Specific Early DNA Replication Is Correlated with Predicted
ORC Binding. We applied our logistic regression classifier learned in
K562 cells to predict ORC binding sites in HUVEC and HepG2
cells, using DNase-seq and H3K27ac and H3K4me2 ChIP-seq data
from the ENCODE Project Consortium. Importantly, genomic
domains showing lineage-specific early replication have more pre-
dicted ORC binding sites in the relevant cell type (Fig. 5). This
observation provides independent confirmatory evidence that ORC
binding is determined by chromatin accessibility and active histone
modifications and that replication timing is linked to the density of
ORC binding sites.

A Model of Stochastic Firing from ORC Binding Sites Consistent with
the Replication Timing Profiles. ORC sites are far more prevalent in
early replicating genomic regions, and ORC binding regions in early
and late replicating portions of the genome share similar properties
(SI Appendix, Fig. S3). From these observations, we considered the
possibility that the replication timing profile is determined simply by
a mechanism involving stochastic firing of replication origins. In this
model, origin firing is inefficient (18, 20, 21, 36), and the choice of
which origin to fire at any given time is random, provided it has not
been previously replicated in that S phase. Thus, on a population
basis, origin firing in early replicating regions at the beginning of S
phase is favored simply because there are far more ORC sites,
whereas firing from relatively few ORC sites in late replication re-
gions is due to increased time and the unavailability of ORC sites
previously replicated. As such, the precise pattern of replication
firing varies from cell to cell, including a minority of cells where
origins in late replicating are fired early. Replication origins fire
inefficiently and stochastically in fission yeast (18, 37), but this is not
linked to replication timing.
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Fig. 4. Concordance among ORC2 binding sites, newly synthesized DNA do-
mains measured by Repli-seq, and SNS sites. (A) An example genomic location
showing ORC2 binding, replicating DNA domains in G1, S1, S2, S3, S4, and G2
phases and SNS sites. (B) Density of ORC2 binding sites in per 100 kb replicating
DNA regions in G1, S1, S2, S3, S4, and G2 phases. (C) Distribution of distances
between SNS sites and closest ORC2 binding sites. (D) Density of SNS sites in per
100 kb replicating DNA regions in G1, S1, S2, S3, S4, and G2 phases.

To test this model, we first performed a computational simulation
of DNA replication process based directly on our 52,000 identified
ORC2 binding sites and on stochastic firing from ORC sites not
already replicated during the simulated S phase. Specifically, we set
the S phase length at 8 h, the speed of DNA polymerase at 2 kb/min,
and the relative probability that an ORC site can fire by its observed
binding levels and then varied the “number of ORCs firing per
minutes.” We then calculated Pearson correlation coefficient values
between simulated and Repli-seq measured values. We observe an
optimal correlation value of 0.89 with the parameter that 18 ORC
sites fire per minute (Fig. 64). At the optimized correlation value,
~83% of the genome is replicated during S phase, with the
unreplicated sequences primarily located in large regions es-
sentially devoid of detectable ORC2 peaks (see ORC2-Poor
Regions Are Enriched for CFSs and Genomic Regions Frequently
Deleted in Cancers).

As the above simulation is based strictly on the 52,000 identified
sites, “ORC-poor” regions can only be replicated passively from
ORC sites located outside these regions. However, two lines of
evidence strongly suggest some ORC-dependent firing from within
these ORC-poor regions. First, weak, nonlocalized ORC binding in
large heterochromatin regions is observed by immunofluorescence
(35). Second, as shown from Repli-seq experiments (e.g., Fig. 74),
the replication timing pattern of these ORC-poor regions is distinct
from the classic pattern in which DNA synthesis initiates from
an ORC site(s) within a localized region and then spreads bidi-
rectionally. Instead, replication of these ORC-poor regions is rela-
tively uniform (Fig. 74), suggesting initiation from “nonspecific”
positions (i.e., nonlocalized ORC sites that are not detected by
ChIP). Thus, the unreplicated 17% of the genome in the above
simulation is likely to arise from the constraint that firing could only
occur from the 52,000 ORC binding sites identified by ChIP.

To address this issue, we performed new simulations that include
an estimate for “nontargeted, low-affinity” ORC binding through-
out the genome including ORC-poor regions. We assumed that
firing from such “low-affinity” sites would represent 60% of the
ORC firing events, a number consistent with a 10* specificity ratio
(targeted vs. low-affinity sites) typical for transcription factors and
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Pol II (38). Based on background-subtracted ChIP-seq reads, we
calculated the frequency of ORC binding for all genomic regions.
We performed two simulations that differ in firing rate and repli-
cation speed and obtained comparable correlation values, but with a
larger proportion of the genome (90% or 96%) being replicated
during S phase (Fig. 6 B and C). Although changing the parameters
will affect the correlation value and the fraction of the genome that
is replicated, the very high correlation between our computational
simulations and the Repli-seq data provides strong evidence for the
stochastic firing model. We note that our simulations are concerned
with the distinction between early versus late replicating regions and
not replication boundaries. As such, these simulations ignore po-
tential contributions of topologically associating domains (39).

ORC2-Poor Regions Are Enriched for CFSs and Genomic Regions
Frequently Deleted in Cancers. Many large genomic regions are de-
void of detectable ORC2 peaks (Fig. 74), an observation not an-
ticipated by SNS data analysis (14, 17). Because ORC2-poor regions
often correspond with late replicating domains of the genome and
large heterochromatic regions, we speculated, like others (40), that
these domains might delineate CFSs. Strikingly, 73% of CFSs, often
defined only by a chromosomal band (41, 42), overlapped with
ORC2-poor regions (Fig. 7B and SI Appendix, Table S3). In con-
trast, only 36% of CFSs span a region deficient in origins defined by
SNSs (14) (Fig. 7B). Thus, ORC2 binding is a better predictor of
CFS location than SNSs, and our data should be useful in refining
the boundaries of known or unknown CFSs.
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In a related vein, we examined whether recurrent deletions in
cancer (43, 44) were linked to ORC2-poor regions. Again, re-
current deletions in cancer show a striking overlap (78% or 67%
depending on the dataset) with ORC2-poor regions in K562 cells
(Fig. 7C and SI Appendix, Table S4). Thus, irrespective of cell
type, the lack of ORC2 sites over an extended region is strongly
associated with genomic recurrent breaks, gaps, and rearrange-
ments in response to replication stress and in cancer.

Discussion

How Is ORC Targeted to Specific Locations in the Genome? By definition,
the selective binding of ORC to genomic regions in vivo is due to
common biochemical features of these regions. In the simplest case,
ORC binding sites contain all these features, all genomic regions
with these features are bound by ORC, and ORC does not bind to
regions that lack all these features. Although ORC binding corre-
lates with many individual genomic features, no individual feature is
sufficient to account for ORC binding. In addition, the pattern of
ORC binding is distinct from all of the many other factors analyzed
in K562 cells by the ENCODE Project Consortium. We therefore
looked for combinations of features that predict ORC binding with
high accuracy.

The combination of open chromatin regions (DNase I hyper-
sensitivity), acetylated H3, and methylated H3K4 is highly pre-
dictive of ORC binding. No other combinations of factors are as
predictive. For example, although most sequence-specific tran-
scription factors bind to target sites in open chromatin regions, it is
difficult to find combinations of transcription factors that predict
ORC binding. Similarly, although chromatin-modifying complexes
are recruited to and help create/maintain open chromatin regions,
individual complexes are recruited only to a subset of open regions
(45). Together with the observation that the ORC binding profile
is broader than that observed for transcription factors, these

Miotto et al.

considerations strongly argue that ORC is not directly recruited to
genomic regions by direct interactions with transcription factors,
coactivators, or chromatin-modifying complexes.

Many studies have linked transcriptional activity to replication
origins and ORCI binding, and indeed we also observe this cor-
relation with ORC2 binding. However, on a quantitative basis, the
correlation between transcriptional activity (nascent RNA levels)
within 0.5 kb of the ORC binding site with ORC binding levels is
only modest. In addition, the location and peak profile of ORC2
sites is clearly different from those of any factor involved directly
in Pol II transcription including Pol II and TBP, but it is re-
markably similar to that of DNase I sensitivity. More generally, it
is difficult to come up with a plausible molecular model for how
transcription is mechanistically linked to ORC binding that ac-
counts for the experimental results presented here. Thus, we argue
that the correlation between ORC binding and transcriptional
activity reflects not a direct link but rather the independent strong
correlation of Pol II transcription with open chromatin regions
flanked by acetylated nucleosomes.

Our results suggest that selectivity of ORC binding in vivo is
determined by a mechanism involving nonspecific interaction with
accessible DNA and recognition of modified histones with active
marks. Both the open chromatin regions and the modified his-
tones are due to the action of chromatin-modifying activities
recruited by sequence-specific transcription factors and the Pol II
machinery. However, ORC recognizes the physical features gen-
erated by these chromatin-modifying activities, not the activities
themselves. In this regard, ORC resembles the Pol III machinery
(46, 47) and the V(D)J recombinase (48), whose binding in vivo is
strongly influenced by specific histone modifications in the vicin-
ity of the recognition motif. ORC differs from these complexes
in that it does not appear to have significant DNA sequence
specificity.
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We do not know which histone modification(s) or ORC subunit
(or ORC-interacting protein) mediates site selectivity in vivo.
Given their near-universal presence at ORC2 sites, acetylated H3
and/or dimethylated H3K4 are excellent candidates to be recog-
nized by ORC. H3K4 dimethylation promotes replication origin
function in yeast (49), and H34K4me3 demethylation promotes
replication origin firing (50), although the mechanism is unknown.
However, the ORC subunits do not contain previously identified
domains for interacting with these histone modifications. Thus, if
these modifications are involved in ORC binding selectivity, the
interaction would be mediated by a novel domain and/or a con-
ventional domain of an ORC-interacting protein.

ORC could also recognize a histone modification not examined
by the ENCODE Project Consortium. In vitro, the BAH domain of
ORC binds dimethylated H4K20 with high specificity (51), and the
WD domain of the ORC-interacting protein LRWD1 (also known
as ORCA) interacts preferentially with trimethylated H4K20 (52).
Both of these interactions are linked to replication licensing. In
addition, artificial recruitment of KMTS5A (also known as SETS),
the enzyme that catalyzes monomethylation of H4K20, can recruit
ORCI1 and ORCA to a target site in a manner dependent on
KMTS5C (previously known as Suv420H2), the enzyme that medi-
ates di- and trimethylation of H4K20 (52, 53). Although ORC
binding specificity via methylated H4K20 is attractive, it is unknown
whether the genomic pattern of di- and/or trimethylated H4K20 is
in accord with ORC binding. Furthermore, the temporal specificity
of ORCI binding and increased H4K20 methylation does not simply
explain the binding of ORC2 and other ORC subunits throughout
the cell cycle. We note that ORC specificity via H4K20 methylation
is not mutually exclusive with H3 acetylation or dimethylated K4,
and SETS and/or Suv420H2 might preferentially bind chromatin in
which H3 is acetylated and dimethylated at K4.

Lastly, it is possible that ORC does not interact directly with
acetylated histones but rather is indirectly affected by the effect
of acetylated histones on nucleosome stability and/or remodeling.
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Acetylated nucleosomes are less stable and more accessible to
proteins than nonacetylated proteins (54-56). In addition, many
nucleosome remodeling complexes contain subunits with bro-
modomains that directly interact with acetylated histones. Open
chromatin regions flanked by acetylated nucleosomes are more
dynamic and hence may be more accessible to ORC.

Our results are in excellent accord with similar studies in Dro-
sophila that mapped ORC2 binding sites with respect to numerous
chromatin properties and transcription factor binding sites (4-6).
Although there are some differences in the analyses performed
and in the molecular interpretation, the overall similarities of re-
sults and conclusions are striking. As such, the prior work in
Drosophila provides independent validation of the results in hu-
man cells presented here. More importantly, the similarities of
ORC binding in Drosophila and human cells strongly suggest that
the mechanism of ORC binding is conserved among metazoans.

Relationship of ORC Binding to Replication Origins. Although we
identify 52,000 ORC2 binding sites with high confidence, our
results do not bear on the issue of whether ORC binding per se is
sufficient to initiate DNA replication. This is a difficult issue to
address, because there is no definitive assay for a replication
origin in vivo. Many studies have used SNS mapping to identify
replication initiation sites (14). As observed here and in Dro-
sophila (4, 5), there is a relationship between ORC2 binding and
SNS sites, but the majority of ORC sites are not SNS sites and
vice versa. One possible explanation for this discrepancy is that
origin firing occurs from only a subset of ORC sites. Alterna-
tively, the SNS sites that do not appear to bind ORC might arise
by DNA repair and/or other mechanisms including nuclease
activity during sample preparation. In addition, the stability, and
hence detection, of SNSs might vary and depend on mechanisms
unrelated to DNA replication per se.

We suggest that several observations are consistent with the
idea that ORC sites generally correspond to origins. First, ORC
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binding is an easily interpreted assay, and ORC sites have sim-
ilarly broad binding profiles and common chromatin patterns;
hence, differences in origin firing would have to occur by an
unknown molecular property. Second, as discussed below, the
computational simulation based on stochastic firing from all
identified ORC sites is in excellent accord with replication timing
data. Third, compared with SNS sites, ORC sites are distributed
more nonrandomly in the genome, and they are more highly
correlated to replication timing, fragile sites, and recurrent cancer
deletions. The increased nonrandomness of ORC sites compared
with SNS sites for these properties and the likelihood that some
SNSs may arise by mechanisms other than origin firing suggest
that ORC binding is a better indicator of replication origins than
SNS sites. Consistent with this suggestion, a very recent paper that
maps origins via the pattern of Okazaki fragments is broadly
consistent with our ORC2 binding data and less consistent with
SNS sites (57). However, these observations are only suggestive,
and it is possible that the level of ORC binding does not strictly
determine the level of origin firing.

Relationship of ORC2 Binding and Replication Timing: Evidence for
Stochastic Initiation. Genomic regions differ with respect to when
they are replicated in S phase, but the mechanism for differential
replication timing in mammalian cells is poorly understood. From
work in yeast and humans, it has been suggested that replication
origins fire stochastically but at varying efficiency (18, 20, 21, 36).
Here, we show that early replicating regions in human cells have far
more ORC binding sites than late replicating regions. However,
ORC binding sites in both early and late replicating regions have
very similar chromatin environments and similar levels of ORC2
binding. The only difference we observed between these ORC
binding sites is that those in late replicating regions have slightly
shorter open chromatin regions. These observations suggest that
ORC binding sites throughout the genome are recognized and
function in a mechanistically similar manner.

We therefore suggest that replicating timing is due to stochastic
initiation from ORC sites. This model is strongly supported by a
computational simulation based on identified ORC binding sites
that is in excellent accord with Repli-seq data performed in the
same cell line. In this model, initiation is limiting such that only a
small fraction of ORC binding sites is capable of firing at any given
time. As a consequence, at the beginning of S phase, replicating
initiation is strongly biased to genomic regions that have many ORC
sites. This bias is maintained as S phase progresses, thereby gen-
erating early replicating regions of the genome. Late replicating
regions arise for two reasons. First, they may be passively replicated
via origins located far away in early replicating regions. Second, late
replicating regions, by definition, are available for a longer time to
permit stochastic firing from ORC sites within these regions. The
stochastic initiation model can also explain why there are more
ORGC sites than SNS sites in early replicating regions. In particular,
may ORC sites in early replicating regions might not be fired and
hence not appear as SNS sites due to passive replication from
nearby ORC sites. In late replicating regions, where ORC sites are
further apart, passive replication of ORC sites would occur at
lower frequency.

This model of stochastic firing due to limiting initiation factors, as
well as the experimental definition of early and late replicating re-
gions, is based on the average behavior of the entire cell population.
In a small fraction of individual cells, the stochastic firing model
predicts that some “late” ORC sites actually fire early. In addition,
this model suggests that only a subset of “early” ORC sites initiate
replication in individual cells; that is, firing from a given ORC site
will lead to replication of regions that contain neighboring ORC
sites that do not initiate replication in that cell. Our model does not
exclude the possibility that some ORC sites are inherently better at
firing than others.

Miotto et al.

Large ORC2-Poor Segments Coincide with Late Replicating Domains,
CFSs, and Recurrent Deletions in Cancer. It has been suggested that
the spacing between strong replication initiation sites could predict
fragile sites (58) and that genomic deletions encountered in cancer
are enriched in late replicating domains (59). Here, we show that
large genomic regions, often several megabases in length, are nearly
devoid of ORC2 binding sites. These ORC-deficient regions are
strongly associated with both CFSs and recurrent deletions in can-
cer. The origin firing frequency that best fits the proposed stochastic
initiation model suggests that large ORC-deficient regions might
be difficult to be fully replicated in S phase. Indeed, many of these
regions are replicated primarily very late in S phase (defined as G2
phase in the Repli-seq experiments). Thus, we suggest that the
paucity of ORC sites leads to regions of late replicating DNA that
are especially sensitive to chromosomal breaks that occur upon
replicative stress.

Replication Origins, Timing, and Consequences Are Ultimately Determined
by the Genomic Distribution of DNA-Binding Activator Proteins. The only
known mechanism for generating open chromatin regions with active
histone involves DNA-binding activator proteins that are bound at
enhancers and promoters and recruit nucleosome remodelers and
histone acetylases. Once generated, such open and active regions are
necessary and sufficient for ORC binding. The nonrandom genomic
distribution of ORC binding sites, together with stochastic firing of
origins, can account for the replication timing pattern. Lastly, the
existence of large genomic regions with a paucity of such open active
regions, and hence ORC binding sites, results in late and perhaps
incomplete replication that is likely to generate fragile sites and
common deletions in cancer. As such, the genomic distribution of
transcriptional activator proteins, via its effects on chromatin struc-
ture (but not necessarily transcription per se), ultimately determines
many aspects of the DNA replication process in vivo.

Materials and Methods

Cell Culture and Chromatin Fragmentation. Human K562 erythroid cells were
obtained from American Type Culture Collection (lot no. 4607240) and cultured
according to ENCODE Project Consortium procedures. Cells were cross-linked in
1% formaldehyde, nuclei isolated, and the chromatin shredded by sonication in
buffer to obtain chromatin fragments of ~200-300 bp. Note that our samples
were prepared using the same set of chromatin and procedures as those used
for transcription factors mapping and presented on the genome browser as
YaleTracks (29).

Antibody Validation. All antibodies were tested by Western blot and were
validated by immunoprecipitation followed by Western blot (IPAWestern) (S/
Appendix, Figs. S1 and S2). A standard ChIP experiment using a rabbit anti-
body that specifically recognizes an epitope in the C-terminal domain of ORC2
shows enrichment for known origins (S/ Appendix, Fig. S1), thereby validating
the antibody and the sample.

ChIP. After preclearing with protein A Sepharose beads (4 °C for 1 h), the
chromatin from an equivalent of 5 x 107 cells was used for IP with an ORC2
antibody (Santa Cruz, sc-28742 or BD Biosciences, bd-6875) or I1gG as a
control. After 4 °C overnight incubation, beads were washed, eluted in
buffer E (25 mM Tris-HCl, pH 7.5; 5 mM EDTA; 0.5% SDS) and cross-links
reversed at 65 °C with proteinase K for 6 h. Resulting naked DNAs were then
purified using the QIAquick PCR purification kit (Qiagen) and DNA eluted in
100 pL distilled water. Quantitative real-time PCR was performed using SYBR
Green |. Enrichment for a specific DNA sequence was calculated using the
comparative Ct method as previously described (28). Primer pairs are listed in
SI Appendix, Table S5.

Preparation of Sequencing Libraries and lllumina Sequencing. ChIP libraries
were created using 15 cycles of amplification according to the lllumina
manufacturer’s protocol. Libraries were run on a 2% (wt/vol) agarose gel,
and the 150-450- bp fraction was extracted and purified using DNA gel
extraction kit (QIAGEN). To estimate the yield of library and its relative
amplification value, library DNA was quantitated using a Nanodrop. Quality
of the library was assessed by qPCR monitoring at known origins (see
primers above).
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The library sequence reads obtained were aligned to the University of
California, Santa Cruz (UCSC) human genome assembly hg19 using the Eland
application (lllumina), allowing no more than two mismatches per sequence.
For the ORC2 C-terminal datasets, 14,658,932 and 16,434,328 total reads were
generated with 53.05% and 48.24% unique match, respectively. For the ORC2
N-terminal dataset, 23,291,113 total reads were generated with 19.04%
unique match.

Integrative Analysis of ChIP-Seq, DNase-Seq, and Repli-Seq Data. ORC2 binding
sites were mapped by combining the sequencing reads from two independent
biological replicates that were highly reproducible. Corresponding ChIP and
input samples were analyzed with MACS software (60) to call binding peaks for
ORC2 and histone modifications using the cutoff P value < 107'2. At this cutoff,
only 70 peaks were observed in the input sample on their own. ChIP-seq for
histone modifications and transcription factors, DNase-seq, and Repli-seq data
were obtained from the ENCODE Project Consortium (29). DNase I-hypersen-
sitive sites were defined as by the ENCODE Project Consortium. Replicating
DNA domains during phases of cell cycles were defined by Repli-seq peaks
using the cutoff MACS P value < 1073%,

We examined G quadruplex motifs in ORC2 binding peaks by searching
for the occurrence of the G(3,10)N(1,7)G(3,10)N(1,7)G(3,10)N(1,7)G(3,10)
motif. The symbol N indicates a position where any nucleotide is accepted,
and repetition of an element is indicated by a numerical value; for example, G(1,3)
corresponds to G, GG, and GGG. In addition, we also included G quadruplex
motifs identified by an experimental approach (61). Locations of CpG islands in
hg19 were downloaded from the UCSC genome browser (62).

To study lineage-specific regulation of DNA replication, we used the
replicating timing defined by Wave Signal files from the ENCODE Project
Consortium. Lineage-specific early replicating DNA domains were defined as
regions showing differential signal values >10 in each 1-kb region.

Logistic Regression Classifiers to Predict ORC2 Binding. For each DNase I-hyper-
sensitive site, the chromatin accessibility level was measured as read per million
(RPM) values of DNase-seq reads. Histone modification levels were measured as
ChIP-seq reads in the open chromatin region and 500 nt extended. For the
model training, we randomly picked 2,000 DNase I-hypersensitive sites with
ORC2 binding as positive examples and 4,000 sites without ORC2 binding as
negative examples. The model incorporates various features, including chro-
matin accessibility and/or histone modification levels, and we used the “glm”
function (“binomial”) in R (R core team, 2015) (63) to build the logistic re-
gression classifier. For testing, we randomly picked another 2,000 positive ex-
amples and 4,000 negative examples. We used DNase-seq+H3K27ac and
DNase-seq+H3K4me2 to predict ORC binding probability in K562, Hela,
HepG2, and HUVEC cells. We take the averaged values from two classifiers as
the predicted probabilities for ORC binding. ORC binding sites in HepG2 and
HUVEC cells in Fig. 5 were defined if the predicted binding P value > 0.5 using
parameters DNase-seq+H3K27ac and DNase-seq+H3K4me2.

Analyses of CFSs. CFS coordinates were recovered from DNA repository data-
banks or from Genecards when only the chromosome band was known (64). The
coordinates of the frequently deleted regions of the genome in tumors were
directly obtained from the authors (43, 44). The final data were manually cu-
rated to take into account copy number variation and chromosomal rear-
rangement in K562 cells.

Estimation of the Density of ORC2 Binding Sites in the Genome. The density of
ORC2 binding sites in the genome was computed by calculating the distance
between two adjacent ORC2 binding sites. For this analysis, we considered that
the distribution of ORC2 binding sites represents a homogenous distribution in
the population and therefore that the distances calculated actually represent the
distances onto the DNA between two ORC2 binding sites. The final datasets of
ORC2-ORC2 segments were manually edited to eliminate ORC2-ORC2 segments
encompassing (i) centromeres, (ii) homozygous deletions over 100 kb present in
K562 cells (UCSC Genome Browser/Common Cell CNV), and (iii) gaps of poor

1. Bell SP, Dutta A (2002) DNA replication in eukaryotic cells. Annu Rev Biochem 71:333-374.

2. Blow JJ, Dutta A (2005) Preventing re-replication of chromosomal DNA. Nat Rev Mol
Cell Biol 6(6):476-486.

3. Bell SP, Stillman B (1992) ATP-dependent recognition of eukaryotic origins of DNA
replication by a multiprotein complex. Nature 357(6374):128-134.

4. MacAlpine HK, Gordan R, Powell SK, Hartemink AJ, MacAlpine DM (2010) Drosophila
ORC localizes to open chromatin and marks sites of cohesin complex loading. Genome
Res 20(2):201-211.

5. Eaton ML, et al. (2011) Chromatin signatures of the Drosophila replication program.
Genome Res 21(2):164-174.
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sequence uniqueness over 25 kb (UCSC Genome Browser/Mapability). The
remaining ORC2-ORC2 segments were used to evaluate the relative distance
between ORC2 sites on chromosome arms and thus the density of ORC2 sites in a
given genomic segment. Regions over 700 kb with no detectable ORC2 binding
sites were considered ORC2-poor regions. “ORC2-rich” segments are defined as
the complement segments on the genome. A similar method was used to
identify “origin-poor” and “origin-rich” regions of the genome from the data-
sets of replication initiation sites in K562 cells (14).

Motif Analysis. Transcription factor binding site matrixes were defined by JASPAR
Vertebrates and UniPROBE mouse databases (65, 66). We used the tool Find
Individual Motif Occurrences (FIMO) to search binding sites in open chromatin
regions using a cutoff P < 1E-4 (67).

A Simulated Model for Stochastic Replicating Initiation. We took two ap-
proaches to simulate the DNA replication process in S phase, both of which
involve setting the length of S phase at 8 h, setting the speed of DNA po-
lymerase speed at 2 kb/min, and then obtaining optimal values for the
variable number of ORCsites firing per minute. Approach 1 is based strictly on
the assumption that DNA replication initiates only from the 52,000 ORC2 sites
identified by ChlIP-seq. Individual ORC sites have different relative firing
probabilities (f) based on read number (n), using the following definition: f=1,
ifn<40;f=2,ifn>40andn<80; f=3,ifn>80andn < 120; and f=4,
if n > 120.

Approach 2 includes the possibility that ORC firing can occur at low ef-
ficiency from nontargeted regions throughout the entire genome. ORC firing
from such nontargeted regions is conceptually similar to nonspecific binding
activity characteristic of sequence-specific DNA-binding proteins. Based on
measurements of 75,000 ORC complexes per cell (68) and a typical specificity
of 10* for targeted versus nontargeted ORC binding (38), we estimated that
firing from nonpeak locations represented 30% of the total firing and hence
is equivalent to 25,000 ORC binding sites. We calculated the frequency of
ORC firing from nontargeted regions in the following manner. Using the
entire ORC2 ChlP-seq dataset, we extended each mapped sequencing read
200 nt downstream of the 5’ end, which represents the average fragment
length in the ChIP-seq library. We counted overlapping tags to represent the
read coverage at each nucleotide position in the genome. For every 100-nt
region, we counted read tags located in the region. We then subtracted 200
tags in every genomic location, which represents the read background dis-
tribution (nonspecific ChIP signal). The number of 200 tags was chosen to
optimize the replication firing probability at 40% from ORC2 peaks and 60%
to nonpeak regions. For locations with positive ORC signals after the nor-
malization, we assigned different relative firing probabilities (f) based on
tag number (n), using the following definition: f = 1, if n > 50 and n < 100;
f = floor(n/100), if n > 100 and n < 4,000; and f = 41, if n > 4,000.

DNA replication in a locus can be passively replicated via origins located far
away in early replicating regions or be due to a new firing origin located
nearby. And ORCs in already replicated regions cannot fire anymore. The final
simulated replicating timing was normalized to the value representing
earliest replicating. The early replicating region has the value close to 100,
and the late replicating region has the value close to 0. We tested different
values for the variable number of ORC sites firing per minute, simulated the
DNA replication process for 100 times, and calculated the Pearson correlation
coefficient values between mean replicating timing from simulations and
that measured by Repli-seq. The optimal value of number of ORC sites firing
per minute has the highest coefficient value.
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